CS 505 Quiz# 1 , 2/11/02

Name : solution

(all questions carry equal points)

Q1. (i) What are the two fundamental types or parallelism ?

       (ii) What are the categories into which parallel computers are divided according to Flynn’s taxonomy ?

        (iii) Name the 4  machines below according to Flynn’s taxonomy.  (M = memory,  P = processing elements, Md = data memory, Mi = instruction memory, K = instruction processor)

Ans (i) Data and task parallelism

Ans. (ii) Single Instruction Single data (SISD), Single Instruction Multiple Data (SIMD), Multiple Instruction Single Data (MISD), Multiple Instruction Multiple Data (MIMD)
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Q2. (i) Name and explain the two principles based on which caches are designed. 

Ans (i) Spacial Locality and Temporal Locality.  Spacial Locality states that when some element of an array is brought in from memory and used, it is highly probable that the neighboring elements of that element will be used in computation also. This is why cache lines are fetched together where it contains a chunk of an array.

Temporal Locality states that when some data is used it will be used again soon. 

(ii) Give pseudo code examples to explain loop interchange and loop fusion.

Loop interchanege : 

In C a matrix is stored row wise.

In the following code data is accessed in wrong way i. e. not in stride one way:

for  (j = 0; j < 1000 ; j = j +1 )
for (i = 0 ; i < 5000; i = i +1 )
x[i][j] = 2.0* x[i][j] ;

In the following code, after loop interchange, data is accessed in stride one :


 for  (i = 0; i < 5000 ; i = i +1 )
 for (j = 0 ; j < 1000; j = j +1 )
 x[i][j] = 2.0* x[i][j] ;

Loop fusion : 


for (i = 0; i < N ; i = i + 1 )
   
for (j = 0; j < N ; j = j +1)

a[i][j] = c[i][j]/b[i][j] ;


for (i = 0; i < N ; i = i + 1 )
   
for (j = 0; j < N ; j = j +1)


d[i][j] = c[i][j]+ a[i][j] ;

After Loop Fusion :


for (i = 0; i < N ; i = i + 1 )
   
for (j = 0; j < N ; j = j +1) {

a[i][j] = c[i][j]/b[i][j] ;


d[i][j] = c[i][j]+ a[i][j] ;

      
}

(iii) Which one of the cache designing principles is utilized in loop interchange and which one is utilized in loop fusion ?

Ans (iii) Spatial Locality is utilized in Loop interchange , and Temporal Locality is utilized in Loop Fusion

Q3. Draw a 

(i) SMP machine

(ii) cc-NUMA machine

(iii) distributed memory machine

(iv) hybrid machine.

(i)

(ii)


(iii)












(iv)





Q4. Explain why or why not the loop below can be executed safely in parallel using loop parallelism?  (answer either the fortran or C case)

Fortran pseudo code :


do  I = 1, 1000000



Y(I) =  X(I-1) + Y(I) + Z(I+1)


enddo

C pseudo code :


for ( I = 1; I < 1000000 +1 ; I++ ) {

  

Y[I] = X[I-1] + Y[I] + Z[I+1] ;


}

Ans 4. No loop dependencies (i.e. loop iteration is not recursively dependent on previous iteration) , hence loop can be executed in parallel.

Q5. (i) What is latency?  How does latency depend on message size?

 .     (ii) What is bandwidth?  How does bandwidth depend on message size? .

Ans 5 (i) Latency is the time to start sending or receiving message. It can be described as the time it takes to send zero length message. Latency is not dependent on message size.

(ii) Bandwidth is the rate at which data can be transferred over the network. Its units are MegaBytes/Sec. If we keep increasing message size it will reach the peak bandwidth and stay at that. Hence is useful to send large messages so that it can move data at peak bandwidth.

Q6.(i) If Fs is the serial fraction of a code prove that the upper bound on speedup is 1/Fs no matter how many processors you use.

(ii) If the operations in a code are 90% parallel, what is the maximum speedup on a 9 processor parallel machine?

Ans 6 (i)                1

  Speedup = ------------------------

                       Fs  + Fp/N

Here Fp is the parallel fraction of the code and N is the # of processors. Let N go to infinity and we have speedup = 1/Fs

6(ii) speed up =  ( 1. / (0.1 + .9/9) ) = 1. / (.2) = 5 

Q7. Draw   

(i) 4D hypercube and number each node starting from 0000 to 1111

(ii) 2-D mesh with total of 16 processors

(iii) 2-D mesh with wraparound (which is also called torus) with total of 9 processors


(i)  




1   

1 : 0011, 2 : 0001, 3 : 0101, 4 : 0111, 5: 0010, 6:0000,  7:0100, 8 : 0110, 9 : 1011, 10 : 1001, 11 : 1101, 12 : 1111,

13 : 1010, 14: 1000, 15 : 1100; 16 : 1110

(ii)


(iii)

Q8.  (i)What are the two mechanisms used for moving data between memory and processor in a shared memory system?

(ii) Draw picture for each case. 

(iii) What are the pros and cons of each ?

 Ans 8  (i) The two mechanisms are Bus and Cross Bar.

(ii) Cross Bar



Bus

(iii) Bus is easy and cheap to build but can get saturated if many processors are trying to access data via the bus. Cross Bar can scale to large number of processors but it can be expensive to build (since the hardware is proportional to p*p where p is the # of processors)

Q9. The bisection bandwidth of a network is defined as the minimum number of communication links that have to be removed to partition the network into two equal halves. What is the bisection bandwidth of 

(i) a ring network with p processors ? 

(ii)  a hypercube with p processors? 

(assume p is even) 

Ans 9 (i) 2

Ans 9(ii) p/2

Q10. What factor(s) cause real performance to be less than the performance predicted by Amdahl's law?

Ans 10. Communication between processors, load imbalance of work among processors, I/O.
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