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Abstract. This paper explores the problems associated with
the multicasting of continuous media to support multime-
dia group applications. The interaction between multicast-
ing and the delivery of multiple time-correlated continuous-
media streams with real-time delay requirements poses vari-
ous new and interesting problems in research on communica-
tion protocols and architectures. We describe these problems,
and identify where the opportunities are for effective solu-
tions, all in the context of providing an overview of the cur-
rent state of research in multimedia multicasting. The issues
we discuss include quality of service, resource reservations,
routing, error and traffic control, heterogeneity, and the use
of hierarchical coding and open-loop control techniques.
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1 Introduction

One of the ways communication can be characterized is by
the number of receivers targeted by a sender. Traditional
communication modes have been one-to-one orunicast, and
one-to-all orbroadcast. Among these two extremes we find
multicast, the targeting of a single data stream to a select
set of receivers, which may or may not include the sender.1

Multicast is actually a generalization of both and a unifying
communication mode. This model of communication sup-
ports applications where data and control are partitioned over
multiple actors, such as updates to replicated databases, con-
tacting one of a group of distributed servers, and interprocess
communication among cooperating processes.

Multimedia applications communicate using a collection
of information formats, such as text and graphics, which
can be classified asdiscreteor time-independent media, and
audio and video, which can be classified ascontinuousor

Correspondence to: J.C. Pasquale
1 If the sender must be a member of the group, the group is called

closed; otherwise, it isopen. Here we deal with the more general case of
open groups.

time-dependent media. Sound and moving images are natu-
ral forms of communication between humans; thus, support
for continuous media is an important goal for enhancing the
scope of communications applications. The proliferation of
cost-effective audio and video hardware for existing work-
stations, increasingly provided as standard equipment, along
with the availability of high-speed networks providing the
necessary bandwidth for continuous-media communications,
is expected to establish multimedia applications as standard
tools for collaboration.

Since multimedia enhances the abilities of computer-
based communication in supporting human collaboration,
it should be expected that such applications can greatly
benefit from the use of multicast capabilities. A canoni-
cal example of such interactions arises in video conferenc-
ing (Sabri and Prasada 1985; Casner et al. 1990). In addi-
tion, groupware (Ellis et al. 1991) and computer-supported
cooperative-work (Grief 1992) applications, which naturally
fit into the multicast model, can be made more effective by
incorporating audio and video capabilities.

Efficient multicasting is a fundamental issue for the
success of group applications. While in the past it has
been regarded as a feature of limited use, often provided
only as an afterthought, it is now recognized as a very
desirable service (Leiner 1988; Partridge 1990) for emerg-
ing high-speed networks. Since a major market for the
emerging Broadband Integrated Services Digital Network
(B-ISDN) is expected to be selective video distribution
(Sincoskie 1990; Sutherland and Litteral 1992), with selec-
tive multicasting taking the place of indiscriminate broad-
casting so as to reduce the waste of resources caused by
transmitting too many channels to a limited number of re-
ceivers, the interaction between multimedia and multicasting
is of special importance.

In this paper, we give an overview of the issues arising
from the interaction of multicasting and multimedia commu-
nications, and we present some proposed solutions in per-
spective. Since multicasting and multimedia are by them-
selves important research topics, we do not attempt to cover
each in detail. Instead, we focus on the sub-topics whose in-
teractions pose additional problems to the designer. We also
show that there are often special-case solutions that are of
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great importance in this context. The problem at hand can
be summarized as the efficient transmission of large volumes
of multiple time-correlated delay-sensitive streams of con-
tinuous media to a dynamic group of destinations, using a
packet-switched network.

The remainder of the paper is organized as follows. Sec-
tion 2 discusses the nature and needs of applications com-
municating continuous media over a packet network, giving
an overview of continuous media characteristics, required
network support and, lastly, a presentation of hierarchical
coding techniques. Section 3 presents the general problems
related to multicasting in a packet network, such as group
dynamics, routing support, dealing with feedback control and
hardware support for multicasting. Section 4 brings multime-
dia and multicasting together, discussing host and network
heterogeneity, resource reservations, and extending the pre-
vious discussions on routing and feedback control in this
context. Finally, in Sect. 5, we give an overview of the pro-
tocols that have been designed to support multimedia and
multicasting on the Internet.

2 Continuous-media applications and packet networks

In this section, we first examine the nature of applications
using digital audio and video streams and then proceed
to show how the characteristics of continuous media im-
pose requirements for the underlying communications net-
work. Traditionally, audio and video were carried by circuit-
switched networks with fixed bandwidth allocations and con-
stant transmission delays, while packet-switched networks
were developed to accommodate data sources with bursty
traffic, ignoring timing issues. The change of paradigm to
that of integrated networks, transporting all forms of infor-
mation using a packet network raises many issues for packet
network technology. We focus on those aspects of continu-
ous media that have implications for multicasting as well.

2.1 Audio and video streams

A distinguishing feature of audio and video is thevol-
ume of data required for a typical stream, especially com-
pared to the text and graphics streams traditionally car-
ried on packet networks. CD-quality audio, uncompressed
television-quality video and HDTV-quality (high-definition
television) video, require rates measured in Mb/s (megabits
per second), hundreds of Mb/s, and Gb/s, respectively. Com-
pression, particularly for video streams (Guojun 1993), can
significantly reduce the bandwidth of a combined (television-
quality) video and audio stream to 1.5 Mb/s using MPEG-
1 (Le Gall 1991), while for applications with more modest
quality requirements, like video-conferencing, the bandwidth
can drop to between 64 and 384 Kb/s (Liou 1991). Consid-
ering that these applications may require the simultaneous
transmission of multiple data streams, the aggregate data
rates are high enough to make resource considerations im-
portant, even though transmission bandwidth is constantly
increasing in new-generation networks and buffer-memory
costs are dropping.

The second aspect that is relevant here is that many au-
dio and video applications areinteractive, in the sense that

data reception is interleaved with playback of the associ-
ated media streams, rather than playback following recep-
tion completion. This implies a requirement for the pro-
vision of boundeddelays between sender and receiver. In
fact, for audio and video to be effectively used in these sit-
uations, i.e., without forcing the communicating parties to
modify their behavior from that of face-to-face communi-
cation, such delays are expected to be small. Studies have
determined that a certain amount of delay is imperceptible or
at least tolerable by humans; various guidelines set this toler-
ance to between 40 and 600 ms (AT&T 1984; Ferrari 1990;
Hehman et al. 1990).

A problem related to bounding the maximum transmis-
sion delay is that of bounding the delay variance, usu-
ally called jitter in this context. For most continuous-media
streams, information must be presented at regular intervals
to avoid distracting the human user; thus there is a need
for intra-media synchronization(Blakowski and Steinmetz
1996). Jitter is usually smoothed out at the receiver by
buffering and delaying the playback time of received data.
Although this improves playback quality, it increases the
total delay experienced at the receiver, a problem for inter-
active applications. In addition, it increases memory require-
ments for buffering, which may be a problem (Ferrari 1992),
considering the amount of data involved, even for very short
time periods.

While applications expecting nearly real-time interac-
tion, with delays practically imperceptible by humans, are
more challenging, non-interactive applications2 that main-
tain the characteristic of interleaved reception and playback
pose interesting problems. For instance, video distribution
based on the “TV” model expects relatively infrequent inter-
actions with the human viewer (e.g., changing the channel);
video distribution based on the “VCR” model will include
interactions due to user commands to control information
flow (e.g., slow motion) and expect them to take effect im-
mediately (by human reaction time standards). In both cases,
synchronization is required between sender and receiver that
depends not only on transmission events but also on simul-
taneous playback events at the receiving end.

To take into account and exploit the different character-
istics of continuous-media applications, and more precisely
of their media components, we can classify them into two
generic categories (Clark et al. 1992):

1. Intolerant orrigid , requiring performance guarantees, ei-
ther absolute or statistical ones, which have to be some-
how provided by the network. In return for network-
provided guarantees, these applications produce constant
quality output.

2. Tolerant oradaptive, which expect a consistent quality-
of-service at any point in time, but can adjust their oper-
ation to adapt to changes in the actual quality-of-service
provided, presumably in exchange for lower transmis-
sion costs. These applications are able to gracefully adapt
their output quality depending on the quality-of-service
provided by the network.

2 As perceived by users, since peer applications may interact without
user intervention.



45

In the first case, the network has to arrange in advance for
providing the required service guarantees under any circum-
stances, which may only be possible through explicit re-
source reservations (Zhang et al. 1993). In the second case,
the applications themselves will dynamically adapt to ser-
vice degradations (Bolot et al. 1994), with the network only
undertaking to provide a minimum level of service quality
which will improve when traffic conditions allow it to. The
non-guaranteed,best effortservice provided by connection-
less internetworks today properly completes the spectrum of
possible service models when added to the two discussed
above (Clark et al. 1992). Best effort service was designed
for time-independent information streams such as file trans-
fer and electronic mail, and will not be further considered
in this paper.

2.2 Packet network support

The traditional transmission medium for continuous-media
applications has been a circuit-switched network with a
fixed-channel data rate, carrying an analog signal with no
provision for error control, thus delivering output whose
quality varies depending on instantaneous signal information
content and channel quality. The first video coders were de-
signed to output aconstant bit rate(CBR) stream to match
this fixed bandwidth, disregarding any information redun-
dancy inherent in the encoded media. Digitization of au-
dio and video streams however opens up the possibility of
employing compression techniques that minimize bandwidth
requirements by exploiting media-intrinsic and human per-
ception properties (Guojun 1993), thus producing a constant
quality but variable bit rate (VBR) (Nomura et al. 1989)
digital stream. This makes packet switching the desired
mode of network transport due to the advantages of statistical
multiplexing which can realize large economies of scale by
supporting constant-quality rather than constant-bandwidth
service.

Traditional methods for distributing continuous media
combine all of the media components (audio and video) in
a single composite wide stream. It is possible to mimic this
behavior in a packet-switched environment by appending au-
dio data to video frames (Leung et al. 1990). With this ap-
proach, synchronization among continuous-media streams,
or inter-media synchronization(Blakowski and Steinmetz
1996), is greatly facilitated as each frame is a synchroniza-
tion point. However, this approach prevents us from treating
each media component in the most appropriate way during
transmission. By transmitting each type of media (and going
further, sub-streams of each media type) independently, not
only is media-specific treatment allowed, but there is also
the potential for diminishing the effects of communication
problems. For instance, congestion can be controlled by em-
ploying a protocol supporting priorities (based on the type of
information transferred on each stream), that drops the least
important packets, rather than arbitrary ones, thus maximiz-
ing perceived reception quality. Such schemes have been
proposed for B-ISDN networks using ATM (asynchronous
transfer mode) (Eckberg 1992). Since degradation of video
quality can be tolerated to a greater degree than audio degra-
dation, such a congestion control scheme can choose to drop

video packets first. This can be taken further by using hier-
archical coding (see Sect. 2.3) and similarly prioritizing the
media sub-streams.

The drawback of treating each stream separately is that
most packet networks do not explicitly take into account
any timing relations among separate transported streams.
Thus, additional protocol mechanisms have to be provided
to achieve inter-media synchronization before playback and
appropriate synchronization information will have to accom-
pany each stream (Pasquale et al. 1994). Inter-media syn-
chronization requirements can be quite stringent. For exam-
ple, video and audio of a person speaking (lip synchroniza-
tion) must be presented within 80 ms of each other to be
unnoticeable (Steinmetz 1996). In contrast, synchronization
between time-dependent (audio/video) and time-independent
(text/graphics) media is considerably less critical, with dif-
ferences between 250 and 500 ms among streams being ac-
ceptable for most applications (Steinmetz 1996). As a result,
the delay and jitter caused by packet switching will have to
be accordingly bounded for each separate stream. In con-
trast, with composite media streams, such synchronization
overhead is avoided and delay and jitter have to be bounded
for a single stream only.

Many techniques commonly used in packet network pro-
tocols are based on the assumption that data communica-
tion is not especially delay-sensitive but is highly error-
sensitive. This assumption does not hold for the real-time,
high-volume, interactive traffic discussed above. For in-
stance, error-free transmission, considered essential for most
existing data communication applications, is commonly im-
plemented by adding error detection information to trans-
mitted streams and retransmitting any lost or corrupted data.
The delay requirements of continuous-media applications
may not permit retransmissions, especially for long-delay
transcontinental or satellite links. Thus, the issue now is
the actual error rate for the end-to-end transport mecha-
nisms employed and how it can best be dealt with. Since
audio and video streams are less sensitive to errors than
other data streams, with the perceived reception quality de-
pending heavily on the encoding and compression schemes
employed as well as on the channel characteristics, one ap-
proach for error control is to rely on increasing transmission
overhead by including error correction rather than error de-
tection information. For continuous-media streams that can
withstand limited data loss, it is more efficient to consider
the error and delay requirements assoft real-time ones, e.g.,
to provide statistical delay guarantees, such as a given per-
centile of packets or bits received correctly within a delay
bound (Ferrari 1990; Ferrari and Verma 1990; Figueira and
Pasquale 1995; Zhang 1995). Note that in this case delayed
or corrupted data are equally useless to the application, but
their loss is not disastrous, in contrast to traditional data
streams, where loss is to be avoided and delay is irrele-
vant. Depending on the model that is chosen for defining
the application’s quality-of-service requirements, several ap-
proaches have been proposed for actually guaranteeing them
(Kurose 1993; Figueira and Pasquale 1995; Zhang 1995).

An issue that has been long debated is the choice be-
tween connection-oriented and connectionless services. In
many packet networks the connectionless approach has been
selected for the network layer, with information traveling
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in datagrams, since this stateless model seems to better fit
the bursty nature of the traffic and is also more resilient
with respect to network reconfigurations that lead to rout-
ing changes. Additional semantics are added, if required, on
the transport layer service, by using an appropriate protocol.
However, to support the real-time service guarantees that
continuous-media applications need, it may be required to
reserve resources or make other advance arrangements be-
fore media transmission starts. The relatively high cost for
such a set-up coupled with the long life of such communi-
cation sessions in terms of packets transferred seems to fit
connection-oriented models better. Naturally, in connection-
oriented networks, such advance preparations can be sup-
ported directly by the network layer.

In order to provide service guarantees to continuous-
media applications, it may be necessary to depart from the
best effort service provided in many networks. This ser-
vice is a direct consequence of the fact that every packet
presented to the network boundaries is admitted without
regard to the impact it may have on the congestion and
quality-of-service that existing connections are experienc-
ing. To keep the quality-of-service at the level that these
applications have bargained for, admission control mecha-
nisms will have to be introduced that first determine the
effects that a new session will have on the existing ones
and then admit the new traffic only if the impact is not
negative (Clark et al. 1992; Trajkovic and Golestani 1992;
Eckberg 1992). Note that routing decisions, resource reser-
vations, and admission decisions are interrelated, since the
network may be able to support a request by making ap-
propriate reservations over some routes only. Again, these
considerations argue in favor of adopting some form of con-
nection establishment scheme, where routing may be fixed
in advance, along with resource reservations. However, as
many existing connectionless networks use dynamic routing,
an effective compromise is to maintainsoft state which is
periodically updated to adapt to changing session require-
ments and network conditions, rather thanhard state that
remains fixed after the initial set-up, as in a static connec-
tion scheme.

During data transfer, traffic-policing mechanisms may
have to be used to ensure that applications behave as
promised with regard to the data traffic they produce
(Clark et al. 1992; Zhang 1995). In addition, traffic-shaping
mechanisms can help regulate the data transmission so that
sensitive data meet their deadlines without overrunning the
receivers’ abilities (flow control) and temporary overload sit-
uations in the network are dealt with gracefully (congestion
control).

2.3 Hierarchical coding for continuous media

Hierarchical coding techniques, also referred to as layered or
sub-band coding, split a continuous-media signal into com-
ponents of varying importance (Karlsson and Vetterli 1989;
Ghanbari 1989). The original signal may be reconstructed
by aggregating all these components, but even proper (but
specific) sub-sets of these components can approximate it
well. A simple form of hierarchical coding may decompose
a video frame into a low-resolution component containing

one quarter of the pixels and a high-resolution component
containing the remaining ones. A receiver that only chooses
to (or has to) use a presentation window one quarter of the
sender’s size, may avoid using the high-resolution compo-
nent, and can reduce its resource needs by discarding it or,
even better, by not receiving it. Thus, with hierarchically
coded streams, the receivers can allocate resources based
on their own specifications and priorities without interacting
with the source. This has important implications when hosts
or networks are heterogeneous and even more so when mul-
ticasting is employed. For long-term allocations, this may be
done in advance, so that the sender can avoid sending the
extraneous streams. Temporary resource shortages, whether
memory or processing ones, can be dealt with by ignor-
ing some streams, without any explicit negotiations with
the sender, and by dynamically degrading the quality of the
presented signal. The receiver may even manipulate these
streams before presentation in ways not anticipated by the
sender (Lippman 1991).

Hierarchical coding can be exploited to the benefit of
the network infrastructure itself. For high-speed networks,
significant congestion control problems may arise due to the
statistical multiplexing of highly bursty signals (Trajkovic
and Golestani 1992; Eckberg 1992). Solutions that avoid re-
serving resources at peak transmission rates depend on shed-
ding load quickly by dropping some traffic without causing
avalanches of retransmissions (Lucantoni and Parekh 1990).
With hierarchically coded continuous media, the less im-
portant signal components, as determined by the applica-
tions, can be dropped to relieve congestion without caus-
ing retransmissions, leading to degradations in quality-of-
service but not service interruption. Many proposed conges-
tion control techniques rely on this feature (Eckberg 1992;
Lucantoni and Parekh 1990) as a last resort. Another rele-
vant aspect of hierarchical coding is that in some schemes
the basic low-resolution layers that are essential for signal
continuity are highly compressible, thus suggesting a strat-
egy of transmitting these streams with stricter guarantees
than the ones for the remaining streams.

The benefits derived from the independence of the
streams provided by hierarchical coding must be weighed
against two factors. First, separate compression of parts
of the signals can be less efficient (in terms of space re-
duction) than compression of the complete signal. Second,
there are performance penalties for splitting the signal into
components and later reconstructing it, since hardware and
software support is still inadequate for this purpose. Since
some international compression standards, such as JPEG
(Wallace 1991) and MPEG-2 (Tudor 1995), support hier-
archical coding, this problem may be less important in
the future as vendors are pressed to upgrade their system
software.3

3 Multicast support in packet networks

While multicasting is increasingly recognized as a valuable
service for packet networks, many existing architectures still

3 Even though MPEG-1 (Le Gall 1991) was not designed with hierarchi-
cal coding in mind, MPEG-1 streams can be split in prioritized components
and treated accordingly (Pancha and El Zarki 1994; Albanese et al. 1994).
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do not support it directly. A variety of methods for provid-
ing such a service are under examination, from both theoret-
ical and experimental standpoints. In this section, we look
at the main issues in multicasting such as group dynam-
ics, routing support and feedback control, and discuss some
of the proposed approaches. Since space does not permit
a more detailed exposition of all issues relevant to mul-
ticasting, the reader can also refer to specialized surveys
(Frank et al. 1985), research compilations (Ahamad 1990),
or start from detailed bibliographies (Chanson et al. 1989).
Here we try to limit our scope to the issues that are most
relevant for continuous-media communications.

Support for multicasting may exist at the physical and
data-link layers. Many shared-medium networks such as Eth-
ernet support the option of broadcasting and multicasting
packets, and support the corresponding addressing mecha-
nisms. However, processors are often required to perform ex-
tra processing when receiving a multicast packet. For exam-
ple, many Ethernet controllers only support partial-address
filtering (Hughes 1989). When switches are used in point-
to-point networks, we would like the hardware to automat-
ically recognize multicast addresses as such and transmit
multicast packets through multiple links copying packets
on the fly, as required. ATM switch designs (Turner 1988;
De Zong et al. 1993) increasingly support parallel transmis-
sion of multicast cells over multiple links in hardware,
increasing peak switching speeds. The emphasis placed
on high-speed network switches to support multicasting
(Huang and Knauer 1984; Eng et al. 1988; Lee 1988;
Turner 1992) could influence more conventional hardware.

3.1 Multicast groups and their dynamics

The difference between multicasting and separately unicas-
ting data to several destinations is best captured by thehost
group model: a host group is a set of network entities shar-
ing a common identifying multicast address, all receiving
(traditionally, via best effort service) any data packets ad-
dressed to this multicast address by senders that may or may
not be members of the group and have no knowledge of the
group’s membership (Cheriton and Deering 1985). This def-
inition implies that the behavior of the group over time is
unrestricted in multiple dimensions; it may have local (LAN)
or global (WAN) membership, be transient or persistent in
time, and have constant or varying membership. From the
sender’s point of view, this model reduces the multicast ser-
vice interface to a unicast one. This implies that the network
software is accordingly burdened with the task of managing
the multicasts in a manner transparent to the users. From
the network designer’s point of view, this extra work is ex-
pected to result in a more efficient usage of resources. This
is the primary motive for network providers to support mul-
ticasting in the first place.

These goals for multicast service impose specific require-
ments for the network implementation. First, there must be a
means for routing packets from a sender to all group mem-
bers whenever the destination address of a packet is a mul-
ticast one, which implies that the network must locate all
members of the relevant group and make routing arrange-
ments. Second, since group membership is dynamic, the net-

work must also continuously track current membership dur-
ing a session’s lifetime, which can range from a short to a
very long period of time. Tracking is required both to start
forwarding data to new group members and for stopping the
wasteful transmission of packets to destinations that have
left the group. Both tasks must be carried out without assis-
tance from the sending entity as defined by the host-group
model. The dynamic nature of multicast groups has impor-
tant implications for multicast routing.

Another set of issues is concerned with extending the
feedback mechanisms employed by unicast-oriented proto-
cols to deal with flow, congestion and error control. Trans-
port layer protocols such as TCP (see Sect. 5) adapt their be-
havior according to the prevailing network conditions at any
given point in time by measuring loss rates as experienced
by receivers, especially in networks based on best effort ser-
vice. Transport layer protocol behavior is based on end-to-
end exchanges of reports that describe reception statistics;
these are then used by the sending side to estimate the net-
work conditions and modify its behavior accordingly. When
extending these protocols for multicasting, there is the possi-
bility of feedback implosionwhen many receivers send such
reports towards the sender (Crowcroft and Paliwoda 1988),
thus swamping the network and the source with control in-
formation. Apart from the obvious scalability problems of
such schemes, there is also the issue of how to adapt the
sender’s behavior when conflicting reports arrive from the
various receivers and how to deal with a changing receiver
population in a dynamic environment.

3.2 Multicast routing

The basic means of conserving resources via multicasting
is sharing: instead of transmitting packets from a sender to
each receiver separately, we can arrange for routes that share
some links to carry each packet only once. We can picture
a multicast route as a tree rooted at the sender with a re-
ceiver at each leaf, and possibly some receivers on internal
nodes. The tree can be designed so as to maximize shared
links and thus minimize resource consumption. An interest-
ing problem arising from resource sharing in multicasting is
how to split the total distribution costs among the receivers,
or how to allocate the savings compared to using separate
unicasts (Herzog et al. 1995). This issue is orthogonal to the
problem of what the total costs are, a question also arising
in the unicast case. Whether these costs are used for pricing
or for informational purposes, they are a primary incentive
to use multicasting.

Traditional unicast routing decisions intend to minimize
transmission costs or delay (depending on the interpretation
of the metric used), using shortest path algorithms, with the
Dijkstra (Dijkstra 1959) and Bellman-Ford (Bellman 1957;
Ford and Fulkerson 1962) algorithms being two common
cases. These algorithms find optimal routes between one
node (the sender) andall other nodes in the network (in-
cluding all receivers). Thus, a straightforward solution to
the multicast routing problem can be based on theshortest
path treesproduced by these algorithms and pruning off any
branches that do not lead to any receivers in the group.
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In Fig. 1, we show a multicast tree within a sample graph
taken from (Kompella et al. 1996). The edge labels denote
(cost, delay). The tree is obtained by combining the separate
optimal cost paths from the sender to each of the receivers.
The total cost is 21, the average delay is 2.75 and the max-
imum delay is 4 units. In Fig. 2, the multicast tree is ob-
tained by combining the separate optimaldelay paths from
the sender to each of the receivers. The total cost is 32, the
average delay is 2 and the maximum delay is 3 units.

Although details vary according to the base algorithm
(Moy 1994c; Deering and Cheriton 1990), there are some
observations that generally apply. On the up side, these
algorithms are easy to implement, as direct extensions of
existing ones, and thus fast to deploy. Additionally, each
path is optimal by definition, regardless of changes in group
membership, and this optimality comes essentially for free,
since shortest paths need to be computed for unicast rout-
ing as well. On the down side, these algorithms suffer
from poor scalability. Even though they are not affected
by membership dynamics, as paths are pairwise indepen-
dent, they are affected by network dynamics, i.e., link fail-
ures and network reconfigurations that can cause them to
frequently repeat routing calculations. For large internet-
works with widely dispersed groups, either the scale of the
network or continuous network changes will restrict use
of these algorithms to sub-networks that already use their
unicasting counterparts, with a higher level routing proto-
col (Thyagarajan and Deering 1995) forwarding data among
these sub-networks.4

Cost optimization in multicasting can be viewed from
another angle: overall cost optimization for the distribution
tree. The shortest path algorithms concentrate on pairwise
optimizations between the source and each destination and
only conserve resources as a side effect, when paths con-
verge. We can instead try to build a tree that exploits link
sharing as much as possible, and by duplicating packets only
when paths diverge, minimize total distribution cost, even at
the expense of serving some receivers over longer paths.
What we need is a tree that reaches all receivers and may
use any additional network nodes on the way. This is equiv-
alent to theSteiner treeproblem, where a cost-labeled graph
and a set of nodes, theSteiner points, are given and we want
a minimal-cost tree connecting all Steiner points, consisting
of the sender and the receivers (Hakimi 1971). In Fig. 3, we
see one of the many possibleSteinermulticast trees for this
graph. For this tree, the total cost is 20, the average delay
is 4.75 and the maximum delay is 8 units. Note how simple
cost minimization can lead to significant increases in delay.

Despite the fact that this problem is NP-complete (Garey
et al. 1978), approximation algorithms exist with proven con-
stant worst case bounds (Rayward-Smith 1983; Kou et al.
1981). Implementations of such algorithms have been shown
to produce low-cost multicast trees with very good aver-
age behavior (Wall 1982; Waxman 1988; Kabada and Jaffe
1983). As an example, trees built with the KMB heuristic
(Kou et al. 1981) have at most twice the cost of Steiner trees,
while simulations of realistic network topologies have shown

4 Similar problems (e.g., processing complexity for Dijkstra and insta-
bility for Bellman-Ford) have also forced unicast routing algorithms to rely
on hierarchical routing techniques for large networks.

their cost to be within 5% of the optimum (Doar and Leslie
1993). The advantage of this approach is its overall optimal-
ity with respect to a single cost metric, such as transmission
cost. However, the disadvantages are also important: the al-
gorithm needs to run in addition to the unicast algorithms,
and it will itself have scaling problems for large networks.
Furthermore, optimality is generally lost after group mem-
bership changes and network reconfigurations if the tree is
not recomputed from scratch. Thus, Steiner tree algorithms
are best suited to static or slowly changing environments,
since changes lead to expensive recalculations to regain op-
timality.

Both approaches discussed above suffer from an inability
to maintain their measure of optimality in a large and dy-
namic network. Approaches for extending these algorithms
to deal with changes in group membership without com-
plete tree reconfigurations include extending an existing tree
in the cheapest way possible to support a new group mem-
ber and pruning the redundant branches of the tree when a
group member departs (Aguilar et al. 1986; Waxman 1988).
The quality of the trees after several local modifications of
this sort will deteriorate over time, eventually leading to a
need for global tree reconfiguration.

A different approach to the routing problem opts for a
solution in realistic settings by adopting the practical goal
of finding good rather than optimal trees that can also be
easily maintained. The departure point for this approach is
the center-based tree(Wall 1982), which is an optimal-cost
tree that, instead of being rooted at the sender, is rooted at
the topological center of the receivers. Even though such
a tree may not be optimal for any one sender, it can be
proven to be an adequate approximation for all of them to-
gether. The implication is that one basic tree can serve as
a common infrastructure for all senders. Thus, maintenance
of the tree is greatly simplified and nodes on the tree need
only maintain state for oneshared tree rather than many
source-rooted trees. Since this method has been developed
for broadcasting rather than multicasting, the theoretical in-
vestigation (Wall 1982) does not hold when we prune the
broadcast trees to get multicast ones. In addition, the topo-
logical center of the tree, apart from being hard to find5, will
not even be of use in a dynamic multicasting environment.

Practical proposals for multicast routing abandon the
concrete optimality claims discussed above, but keep the
basic idea of having a single shared multicast tree for all
senders to a group. This is a departure from approaches that
build one tree for each sender. Routing is then performed by
defining one or morecore (Ballardie et al. 1993) orrendez-
vous (Deering et al. 1994) points to serve as the basis for
tree construction and adding branches by separately routing
packets optimally (in the unicast sense) from the senders
to these fixed points and then from there to the receivers.
Again, merging of paths is exploited whenever possible, but
it is not an explicit goal of the routing calculations. Instead,
because of the concentration of paths around the fixed points,
common paths are expected to arise.

As an example, in Fig. 4, we show acore-based tree
(Ballardie et al. 1993), with nodeH as the core and opti-
mal delay paths from the core to each receiver (this is a

5 The problem is NP-complete (Ballardie et al. 1993).
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Fig. 1. The multicast tree obtained by combining the separate optimalcost paths from the sender to each of the receivers

Fig. 2. The multicast tree obtained by combining the separate optimaldelay paths from the sender to each of the receivers

Fig. 3. A Steinermulticast tree for this graph

Fig. 4. A core-based treewith nodeH as the core and optimaldelay paths from the core to each receiver (this is amember-centered optimal-delaytree)

member-centered optimal-delaytree). All highlighted links
exceptFH are part of a common tree shared by all possible
senders. SenderF unicasts its data towards the core again
via an optimaldelay path, using linkFH. The total cost is
29. The average delay fromF is 3.5 and the maximum delay
is 5. Using againH as the core, if we try to minimizecost,
the resulting core tree is identical to the tree in Fig. 3 (this is
a member-centered cost-optimaltree). All highlighted links
exceptFA andAE in that figure are shared among all pos-
sible senders, andF unicasts its data towards the core via
an optimalcost path, using linksFA and AE. The delay
metrics fromF are the same with those given in Fig. 3, as
packets do not have to reach the core to be rerouted: multi-
casting starts when the path from the sender first encounters
the shared tree. In that figure, for senderF , this point is
nodeA.

A single shared multicast tree is not optimal in any strict
sense6, since no attempt is made to find the topological cen-
ter of the tree, both due to its computational cost and the
limited lifetime of any topological center for a dynamic en-
vironment. But, the advantages of shared multicast trees are
numerous. First, a shared tree for the whole group means

6 We examine the costs and tradeoffs in Sect. 4.3.

that this approach scales well in terms of maintenance costs
as the number of senders increases.7 Second, the trees can
be made quite efficient by clever choice of the fixed points.
Third, routing is performed independently for each sender
and receiver, with entering and departing receivers influenc-
ing only their own path to the fixed points of the single
shared tree, employing any underlying mechanism available
for unicast routing. This last property means that network
and group membership dynamics can be dealt with without
global recalculations and by using available mechanisms.

In practice, these multicast algorithms are expected to
use the underlying unicast algorithms, but are independent
of them. Interoperability with different unicast schemes, cou-
pled with the scalability of the shared trees, make these
algorithms ideal for use on very-large-scale heterogeneous
networks. The fixed points can also be selected so as to
facilitate hierarchical routing for very large internetworks,
further enhancing scalability properties.

7 Actually, there is still a tree emanating from each sender, but all these
trees merge near the fixed points and the distribution mesh is common from
there on to the receivers.
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3.3 Feedback control

Whether a network provides a simple connectionless service
or a complicated connection-oriented unicast service, gener-
alizing it for multicasting is not trivial. Flow, congestion, and
error control depend on feedback to the sender, according to
network and receiver-triggered events. For simple network
services, no such information is provided by the network
itself, but instead higher layer protocols must exchange end-
to-end reports. With more complex network service models,
some of these problems, such as error control, may be dealt
with internally in the network, while other problems, such
as flow control, are usually left to higher layer protocols that
are better equipped to deal with them.

Error control ensures that packets transmitted by the
sender are received correctly at the other end. Packets may
be received corrupted (detected by error detection codes) or
they may be lost (detected by missing packet sequence num-
bers).Flow control assures that the sender does not swamp
the receiver with data that cannot be consumed in time.Con-
gestion controldeals again with the problem of insufficient
resources, but this time on the network switches between
sender and receiver. Although packets are dropped when
they cannot be processed in an intermediate node, in many
networks this loss can be detected only by the receiver, re-
sulting in confusion between errors and congestion (lost ver-
sus dropped packets). While flow control is clearly an end-
to-end issue, error control and congestion control depend on
network status, and thus they can be dealt with either at
the network layer or addressed at the higher layers on an
end-to-end basis.

In the unicast case, lost or corrupted packets are re-
transmitted based on feedback received from the network or
the receiver. When packets are multicast, simple feedback
schemes face the feedback-implosion problem (Crowcroft
and Paliwoda 1988): all receivers respond with status infor-
mation, swamping the sender with possibly conflicting re-
ports. Ideally, senders would like to deal with the multicast
group as a whole and not on an individual receiver basis,
following the host-group model. However, the sender can-
not simply treat all receivers identically, because this would
lead to either ignoring the retransmission requests of some
receivers, or to wasting resources by retransmitting to all of
them.

Since there is no evident solution that satisfies all re-
quirements, several approaches exist emphasizing different
goals. The simplest approach of all is to ignore the prob-
lem at the network layer and provide a best effort connec-
tionless service. Delegating the resolution of transmission
problems to the higher layers may be an adequate solution
in many cases, since they may have additional information
about the application requirements, and thus can implement
more appropriate mechanisms than what is possible at this
layer. In Sect. 4.4, we discuss how this applies specifically
to continuous-media applications.

A second solution sacrifices the host-group model’s sim-
plicity by keeping per-receiver state during multicasts. After
transmitting a multicast packet, the sender waits until a stable
state is reached before sending the next one. For flow con-
trol, this slows down the sender enough so as not to swamp
the slowest receiver. For error control, retransmissions are

made until all receivers receive the data. This may not be
possible, even after multiple retransmissions, so the sender
may have to treat some receivers as special, i.e., by remov-
ing them from the group. Retransmissions may be multicast
when many receivers lose the initial packet, or unicast when
few do. Since feedback implosion is always a possibility,
all such schemes should usenegative rather thanpositive
acknowledgments, i.e., send responses when problems oc-
cur, rather than confirming that packets are received cor-
rectly and in time. In a negative acknowledgment scheme,
some responsibilities are moved to the receivers, complicat-
ing their operation. However, additional opportunities arise,
such as multicasting the negative acknowledgements to all
receivers after random periods of time to minimize the num-
ber of negative acknowledgements returned to the sender
(Pingali et al. 1994).

Nevertheless, distributing such overhead to all receivers
rather than performing everything at the sender can lead to
higher throughput rates. However, the scalability of such
schemes is doubtful, even for very reliable links and rare
congestion or overflow problems. The problem is that the
sender is still the control center, and as the number of group
members grows, receivers and network paths become more
heterogeneous. With these essentially symmetric schemes,
the service provided to a group member is the lowest com-
mon denominator, which may be the slowest or most over-
loaded receiver, or the slowest or most congested network
link. Sophisticated approaches exist that follow these gen-
eral directions (Mase et al. 1983; Chandran and Lin 1992),
but their complexity and inefficiency makes them appropri-
ate only for applications that require very high reliability
and uniform member treatment (Mockapetris 1983). Note
that such reliable solutions can be implemented as trans-
port services (Santoso and Fdida 1993) over a simple con-
nectionless network service (Armstrong et al. 1992).

A third solution is to distribute the feedback control
mechanism over the entire multicast tree, and follow a hier-
archical scheme. A receiver’s feedback need not propagate
all the way to the sender. Instead, intermediate nodes may
either respond directly or merge the feedback from many
downstream receivers to a summary message and then re-
cursively propagate it upwards. In this case, feedback im-
plosion is avoided in terms of messages, but the problem
of dealing with possibly conflicting requests remains. If the
added complexity of making local decisions on each net-
work node (not only group members) is acceptable, we can
narrow down the impact of problems to specific parts of the
tree, relieving the sender from dealing with individual re-
ceivers. Since the current trend in networks is to minimize
node complexity, it seems that the hierarchical approach will
be used either for simple protocols that only summarize in-
formation forwarded to the sender,8 or for more complex
protocols that are activated only infrequently during a ses-
sion (Zhang et al. 1993).

A non-hierarchical method for distributed feedback con-
trol targeted to recovery of lost messages is to let all re-
ceivers and senders cooperate in handling losses (Floyd et al.
1995), thus extending the sender-oriented model (Pingali

8 Of course, these protocols must still address the problem of how to
summarize the feedback in a meaningful way.
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et al. 1994). When receivers discover a loss, they multicast
a retransmission request, andanyonethat has that message
can multicast it again. To avoid feedback implosion, these
requests and replies are sent after a fixed delay based on the
distance from the source of the message or the source of
the request, respectively, plus a (bounded) randomized de-
lay. The result is that most duplicate requests and replies are
suppressed by the reception of the first multicasts. By vary-
ing the random-delay intervals, the desired balance among
recovery delay and duplicates can be achieved. In contrast to
hierarchical schemes, since location-independent multicasts
are used, only group members participate, but recovery can-
not be localized without additional mechanisms.

A fourth solution tries to minimize the need for feed-
back by taking preventive rather than corrective action.
For error control, this is achieved by using forward error
correction (FEC) rather than simple error detection codes
(Shacham and McKenney 1990; Biersack 1992). For flow
and congestion control, this is achieved by reserving re-
sources just before transmission starts (Zhang et al. 1993),
so that both receivers and intermediate network nodes are
able to support the sender’s data rate. The motivation for
these approaches is that they are better than doing nothing,
but simple enough to be implemented efficiently. FEC only
requires some processing and transmission overhead and no
additional mechanisms in the network (Albanese et al. 1994).
Resource reservation on the other hand needs additional con-
trol mechanisms to set up a session (and often, to maintain it
during the session’s lifetime). However, these costs will be
a small fraction of the total costs (in the case of FEC) and
only infrequently incurred (in the case of reservations), com-
pared to other complex feedback mechanisms. The combina-
tion of error correction and reservations may be an adequate
solution to the expected problems created by the statistical
multiplexing of highly bursty high-bandwidth signals, even
though these mechanisms are not expected to be both com-
pletely reliable and efficient in resource usage.

4 Multicasting continuous media

Having considered the problems of continuous media and
multicasting separately, in this section we examine the issues
arising from their combination. Here, we emphasize issues
such as dealing with heterogeneity and resource reservations
that become particularly important in this context. In addi-
tion, other issues, such as routing and feedback control, take
on new dimensions when multimedia and multicasting are
combined, with both novel problems and special-case solu-
tions arising.

4.1 Host and network heterogeneity

Heterogeneity in WANs has been an issue for a long time:
best effort services are one result of supporting the low-
est common denominator among widely different network
switches and links. For continuous media we would like to
offer enhanced end-to-end services, for example, guaranteed
delay and jitter bounds, by employing whatever mechanisms
are available at each switch. Since it is questionable whether

the available mechanisms will converge in the future, a
more viable approach is tosubstitutea requested service by
an existing one that approximates it as closely as possible
(Shenker and Breslau 1995). The end-to-end service result-
ing from appropriate combinations of the heterogeneous ser-
vices offered along a distribution path can be a much more
satisfactory approximation to the required service than what
would result from using a common but inferior local service
everywhere. Enhanced local services may be able not only
to provide local guarantees, but also to offset the shortcom-
ings (inadequate or nonexistent guarantees) of local services
in other path links (Shenker and Breslau 1995).

With multicasting, heterogeneity problems are aggra-
vated as simple paths are turned into trees and, in addition to
switches, hosts within a group can also differ. Since contin-
uous media imposes heavy demands on both networks and
hosts, it is likely that not everyone will be able to receive all
of a sender’s traffic due to link, switch, or host limitations.
This argues in favor of hierarchical-coding approaches, so
that receivers can choose to get only those parts of the me-
dia that they can use (Shacham 1992; Pasquale et al. 1994).
This approach to dealing with heterogeneity can, in many
cases, be an adequate solution for the problems posed by
closed-loop feedback-based flow and congestion control,
since it matches FEC in beingopen-loop, and as such it
does not require continuous feedback from the receivers,
nor any extra actions on the part of the sender.

Experience has shown that several representational for-
mats for each media type can coexist (Jurgen 1992). This is
already a problem with traditional data communications, but
it is more of an issue with images, audio and video. Such
problems are typically addressed at the presentation layer,
which can provide translation services at three points: at the
transmitter, at the receiver, or inside the network. In the lat-
ter case, format converters are required to be deployed inside
the network. This may be an adequate approach for convert-
ing protocols or text encodings among largely independent
network areas by placing the converters in the gateways, but
it is not suitable when the terminals themselves can use dif-
ferent encodings within the same area, where translation ca-
pabilities will be required at practically every switch. Thus,
it is more realistic to move the translation procedures in the
hosts themselves. In unicasting, translation can be effectively
done at either the sender or at the receiver.

In contrast, with multicasting, translation at the sender
requires the stream to be duplicated and translated for each
different type of receiver, precluding link sharing over com-
mon paths. This approach also does not scale for large het-
erogeneous groups, since the sender’s resources are limited.
Last, it requires the sender to be aware of the receiver’s ca-
pabilities, which is incompatible with the host-group model.9

Translation at the receiver is the most economical and scal-
able approach, since it fully exploits sharing and moves all
responsibilities away from the sender. Note that appropriate
hierarchical coding can be easily combined with, and prob-
ably facilitates, translation and reconstruction of the signal
at the receivers, according to their needs and abilities.

9 The sender may use different multicast groups for each encoding to
avoid this, but the other problems remain.
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4.2 Resource reservations

Resource reservation can occur at the receivers or at the
network switches. Since failure to make adequate resource
reservations at the receiver, as required by the sender’s traffic
profile, simply leads to receiver overflow, such reservations
are not a direct concern of the network service. However, in
this case flow control mechanisms may have to be employed,
which are difficult to scale for multicasting, and even more
so when continuous media is transmitted. We would expect
then the receivers to allocate sufficient resources in advance
in order to avoid or minimize flow control problems.

On the other hand, resource reservations at the network
switches will be needed if any service guarantees are to be
provided. The exact nature of these reservations will dif-
fer according to the required service guarantees and the ap-
proach taken towards satisfying them (Kurose 1993), so re-
source reservation along transmission paths could be viewed
as a sub-set of general switch-state establishment mecha-
nisms (Zhang et al. 1993). These mechanisms are employed
during connection establishment along with admission con-
trol to check for admissibility, and if possible, set up a trans-
mission path. They can also be used during transmission to
alter a connection’s reservations. An alternative to reserving
resources for an indefinite period of time during connec-
tion establishment is to makeadvancereservations for a
future connection with a given lifetime (Ferrari et al. 1995).
This allows more sessions to be admitted (due to their de-
terministic timing) and also permits negative responses for
reservation requests to be dealt with more gracefully.

We are narrowing the general problem of switch-state
establishment to resource reservations here, since, for the
high bandwidth and low delay needs of continuous me-
dia, transmission speed, switch capacity, and buffer memory
will probably all be in short supply. Adaptive schemes have
been proposed to be used in place of resource reservations
(Bolot et al. 1994) to solve the congestion problems that oc-
casionally arise from statistical multiplexing in a packet net-
work. These schemes are very well suited to the needs of
adaptive applications, such as low-cost video conferencing,
but they are inherently inadequate for rigid applications that
require more stringent guarantees, such as commercial video
distribution. Thus, adaptive schemes should be viewed as ei-
ther supplementary solutions to resource reservations, used
to increase efficiency by requesting more relaxed guarantees
for appropriate applications (Clark et al. 1992), or as interim
solutions for enabling the use of adaptive applications in cur-
rent networks that do not support resource reservations.

The first component of resource reservation schemes
is a specification model for describing flow characteristics
(Partridge 1992) that depends heavily on the model of ser-
vice guarantees supported by the network. Then, an appro-
priate protocol is required to communicate these specifica-
tions to the receivers and reserve resources on the trans-
mission path so that the service parameters requested can
be supported (Ferrari and Verma 1990; Zhang et al. 1993).
Simple unicast approaches to resource reservations are gen-
erally source-based. A set-up message containing the flow
specification is sent to the destination with the intermediate
nodes committing adequate resources for the connection, if
available. Resources are normally over-allocated early on in

the path, so that, even if switches encountered further along
the path are short of resources, the connection can still be
set up. After the set-up message reaches its destination, as-
suming the connection can be admitted along the path, a
response message is returned on the reverse path, allow-
ing the intermediate switches to relax commitments in some
cases.

Similarly, for multicasting, there must be a way for
senders to notify receivers of their properties, so that appro-
priate reservations can be made. In a perfectly homogeneous
environment, the reservations will be made once on each
outgoing link of a switch, for all downstream receivers, so
that resource usage can be minimized.10 However, receiver
and network heterogeneity prohibits use of this simplistic
scheme, since each receiver and path may be able, or will-
ing, to commit different amounts of resources. One approach
is to allocate resources as before during the first message’s
trip and then have all receivers send back their relaxation (or
rejection) messages (Bettati et al. 1995). Each switch that
acts as a junction will only propagate towards the source
the most restrictive relaxation among all those received.
However, since paths from such junctions towards receivers
may have committed more resources than are now needed,
additional passes will be required for convergence, or re-
sources will be wasted. To handle dynamic groups without
constant source intervention, this model can be augmented
with receiver-initiated reservations that propagate towards
an already established distribution tree (Bettati et al. 1995).

An alternative approach is to abandon reservations dur-
ing the sender’s multicast set-up message and instead re-
serve resources based on the modified specifications with
which the receivers respond to the initial message (Zhang
et al. 1993). Again, resource reservations will be merged
on junction points, but, since the (now upstream) requests
are expected to be heterogeneous, each junction will re-
serve adequate resources for the most demanding receivers
and reuse them to support the less demanding ones. Even
though it is still unclear how aggregation of reservations
should be performed, this approach has the potential to sup-
port both heterogeneous requests and resource conservation,
possibly without over-committing resources, thus maximiz-
ing the possibility for a new session to be admitted. Since
this mechanism converges in one rather than in multiple
passes, the reservation state in the switches can be peri-
odically refreshed, turning the fixedhard state of a static
connection into adaptivesoft state suitable for a dynamic
environment. In this way, this mechanism can accommodate
both group membership changes and routing modifications
without involving the sender.

An important issue when providing guaranteed services
is how local reservations affect the end-to-end offered ser-
vice and vice versa. For example, local bandwidth reser-
vations result in an end-to-end bandwidth guarantee equal
to the lowest bandwidth guarantee in the path. In con-
trast, with local delay guarantees, it is harder to com-
pute end-to-end delay bounds, especially if we want a

10 Reserved resources can also be shared among data transmitted from
multiple senders to the same group, in applications such as conferencing
where the number of simultaneous senders is much smaller than their total
population (Zhang et al. 1993; Gupta et al. 1995).
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tight practical bound rather than a loose theoretical result
(Shenker and Breslau 1995; Kurose 1993).

In a source-initiated approach, a two-pass mechanism is
used, with over-allocations in the first pass and relaxations
in the second, so that after the second pass the end-to-end
service is efficiently mapped to local reservations. During
the first pass there is no way to predict what lies ahead, so
as many resources as possible must be allocated to maximize
the probability that the end-to-end path will be acceptable.
However, over-allocated resources will be wasted and other
reservation attempts may be blocked until reservations are
relaxed, possibly after several passes when multicasting is
used.

In the receiver-initiated approach, there is only a single
pass, so only local reservations can be specified, which re-
sult in an end-to-end service whose characteristics cannot be
predicted in advance. As a result, depending on local deci-
sions, the end-to-end reservations may be either inadequate
or superfluous. A solution to this problem is to useadvertis-
ing (Shenker and Breslau 1995). In this approach, source-
initiated messages gather information about local links as
they travel towards the receivers. The receivers can then
decide how local reservations along these paths would af-
fect end-to-end services and then use the receiver-initiated
approach to reserve the appropriate per-link resources. By
including in the information gathered in the first pass the
exact services and resources available at each link, the re-
ceivers can compose heterogeneous local services and link
specific reservations to build enhanced end-to-end paths.

The interaction of routing and resource reservations (and
therefore, admission control) further complicates matters.
Even in the simple case of static routing, success in build-
ing a multicast tree depends on the adequacy of resources on
each switch. We would like to construct the tree using the
switches that pass the admissibility tests, thus favoring the
sender-initiated reservation approach. On the other hand, we
do not want the construction to fail due to over-allocation,
so receiver-initiated reservations are preferable because they
may avoid over-committing resources and converge in one
pass. Now however, the tree constructed by the routing algo-
rithm may be inadequate to support the reservations, again
rejecting a session that could in principle be set up. We will
see later that such problems are even more pronounced when
routing is dynamic, as in many wide-area internetworks, or
when group membership changes, resulting in modified dis-
tribution trees, even with static routing.

4.3 Extending multicast routing

Our motivation for routing multicast traffic along trees rather
than along arbitrary paths is to minimize transmission cost
through link sharing. For continuous media, the volume of
data transferred makes this goal even more important. How-
ever, for real-time multimedia applications, we must take
into account two additional factors: delay constraints, partic-
ularly for interactive applications, and media heterogeneity.
As we have already discussed, separate handling of media
streams is useful if we want to use the most effective coding
techniques for each stream, and in order to gain maximum
benefits from hierarchical coding. The question arises then

Fig. 5. A Steiner tree with bounded maximum delay

whether we should use the same or separate distribution trees
for each stream. Considering the load that continuous media
puts on network links and the interaction among admission
control and routing, it would seem better to use a sepa-
rate tree for each media type. Thus, each media stream (or
sub-stream) could ask for the appropriate quality-of-service
parameters and get routed accordingly, and receivers would
choose to connect to any sub-set of the trees. On the other
hand, the management overhead of multiple trees per source
may be prohibitive. In addition, routing each media stream
separately will cause inter-media synchronization problems
if appropriate guarantees are not provided for each stream.

Turning to delay requirements, if we use delay as the
link metric during routing, we can easily see that the short-
est delay tree, made up from the shortest paths from sender
to each receiver, is not the same as the tree of total minimal
cost that maximizes link sharing at the expense of individ-
ual path delays. We have then a global tree metric (tree cost)
and many individual receiver-oriented metrics (path delays)
that are potentially in conflict. Since we cannot hope to op-
timize on all fronts, we can try to optimize cost subject to
the constraint that delay is tolerable. As we have seen, in-
teractive applications can be characterized by upper bounds
on end-to-end delay and/or limits on jitter. In this sense,
it is reasonable to design the tree so as to optimize total
cost, while keeping individual paths within their respective
bounds.11

This new problem is essentially a version of the Steiner
tree problem with additional constraints on the paths. Even
though it is NP-complete, fast heuristic algorithms (Kom-
pella et al. 1993; Kompella et al. 1996) that are nearly op-
timal on the average have been developed. A similar for-
mulation can be used when the constraint is link capaci-
ties which must not be exceeded, instead of a delay bound.
Again, heuristics exist to solve this variant of the problem
(Jiang 1992). Figure 5 shows aSteiner tree with bounded
maximum delay. The total cost is 20, the average delay is
3.5 and the (bounded) maximum delay is 4. Compare this
tree with the one in Fig. 3.

Group dynamics are an obstacle in maintaining op-
timality, whatever the method of constructing the initial

11 Normally, all receivers would be satisfied by the same limits, as these
are determined by human perception properties.
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trees. Since repeating all routing computations whenever
members join or leave the group may be prohibitively ex-
pensive, an alternative is to prune extraneous links when
a member leaves the group, and add the most economi-
cal (and admissible, if delay bounds have been specified
as above) extension path towards a new member, either
from a fixed or from the optimal location in the exist-
ing group (Biersack and Nonnenmacher 1995). Rather than
making modifications blindly, thus deteriorating tree qual-
ity up to the point of needing complete tree redesign, the
most advanced algorithms store some of the state accumu-
lated during tree construction and make only local calcu-
lations that still satisfy the requirements of the application.
However, simulations have shown that even simple multi-
cast routing (Doar and Leslie 1993) using the shortest path
tree is not significantly worse in terms of total tree cost
from the optimal solutions or the near-optimal heuristics.
For realistic network topologies, the cost of a shortest path
tree is less than 50% larger than that of a near-optimal
heuristic tree (Doar and Leslie 1993), while path delays for
heuristic trees are 30–70% larger than shortest path delays
(Wei and Estrin 1994). Since shortest path trees are easily
built and modified using the underlying unicast routing and
they never deteriorate in terms of delay, but simply vary in
their inefficiency in terms of total cost, if an application is
prepared to accept a moderate cost overhead, it can avoid
special multicast tree construction and maintenance methods
by employing the shortest delay paths.

A similar cost-versus-simplicity trade-off is involved
when using shared trees for all senders to a group (Bal-
lardie et al. 1993). But in this case, both total cost and path
delays will suffer. The overhead under extreme conditions
has been determined theoretically (Wall 1982), but, in prac-
tice, simulations have been used to determine the average
performance of such schemes in terms of cost and delay
sub-optimality (Wei and Estrin 1994). For shared trees, op-
timality is hard to achieve and even harder to maintain, as
discussed earlier, but a simple approach is to choose the
center among group members such that only as many trees
as group members will have to be considered. For these
trees, when path delay is optimized, simulations show that
delays are close to 20% larger than the shortest paths, and
tree cost is about 10% lower than that of shortest path trees
(Wei and Estrin 1994), which, as we saw above, is typically
within 50% of the optimum, thus striking a balance between
cost and delay inefficiency. Furthermore, a single tree con-
structed using the underlying unicast routing mechanisms
minimizes state and maintenance overhead. Unfortunately,
apart from their moderate sub-optimality, shared trees also
suffer fromtraffic concentration, since they route data from
all senders through the same links. Simulations show that
delay-optimal member-centered shared trees can cause max-
imum link loads to be up to 30% larger than in a shortest
path tree (Wei and Estrin 1994).

For these reasons, recent proposals (Deering et al. 1994)
try to combine shared trees and shortest paths by starting
each group connection in the shared tree mode and then
changing individual paths to shortest delay ones upon re-

ceiver requests.12 The overhead-versus-delay trade-offs and
the point at which change from one paradigm to the other
should occur can be determined experimentally (Wei and
Estrin 1995).

A final point regarding routing is dealing with network
dynamics. Unicast routing in most internetworks is dynamic
in order to guide packets around hosts and links that are
down and to adapt to variations in network load. Even
though this is sufficient for best effort service, it creates prob-
lems when routes are carefully planned to support quality-of-
service guarantees. With multicasting, the problem is even
more complicated, as resource reservations are shared and
group dynamics interact with network reconfigurations. Lit-
tle is known as to how to deal with such problems, but
a conservative approach would be to make the multicast
routing algorithm ignore unnecessary routing changes, i.e.,
changes that reduce route costs but are not due to failed links
or switches. The rationale is that load variations should not
significantly affect streams for which resource reservations
have already been made, but should instead be dealt with
by rerouting best effort traffic. This approach, calledroute
pinning, preserves the quality guarantees as far as a path re-
mains physically connected. Note that multicast algorithms
using the underlying unicast routing mechanisms need to
ignore dynamic route optimizations in order to implement
route pinning.

4.4 Feedback control revisited

We have seen the problems associated with extending er-
ror, flow, and congestion control methods to the multicast
paradigm, due both to the possibility of feedback implo-
sion and to the inability of the sender to deal uniformly
with conflicting feedback reports. For error control, there
is the additional problem of the delay associated withau-
tomatic repeat request(ARQ) schemes which retransmit
corrupted packets according to receiver-generated feedback.
There is no point for such retransmissions if the dead-
line for using the corresponding data has already expired.
Since ARQ schemes introduce additional delay and jitter
to a media stream, additional buffering would be required
at the receiver to smoothen out its impact. Due to the
bandwidth of continuous-media streams and the strict de-
lay and jitter bounds of interactive applications, retransmis-
sions will not be viable for most applications. Fortunately,
many continuous-media applications can tolerate moderate
error rates without significant quality degradation, with the
degree of tolerance depending both on the nature of the ap-
plication and the media coding/compression method used.
While rigid applications may only be resilient to sporadic
problems that are masked by the nature of the media, adap-
tive applications may also dynamically adapt to long-term
quality-of-service modifications.

It is possible to avoid using feedback and retransmissions
to control error rates by employing error concealment tech-
niques, such as computing a likely value for missing pieces
of the data through interpolation from neighboring values,

12 Actually, this proposal also supports traditional source-rooted trees for
the applications that need them.
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or FEC schemes. Planning in advance for error recovery
may involve embedding extra information in the transmitted
streams, making packets self-contained, transmitting critical
packets more than once, and so on. As encoding techniques
try to minimize redundancy, a balance should be sought be-
tween redundancy for error correction and compression ra-
tios, according to the expected channel characteristics and
the application’s error tolerance.

As an example of the possible tradeoffs involved in er-
ror control, video frames can be coded inintra-framemode,
where spatial redundancy is exploited only, and ininter-
frame mode, where temporal redundancy is also exploited
(Le Gall 1991). Using both techniques increases the com-
pression ratio, but lost packets, while causing spot problems
on one frame in intra-frame mode (which may be concealed
through interpolation), create longer term problems in inter-
frame mode. To limit this problem with inter-frame cod-
ing, we can periodically transmit intra-frame-encoded frames
that provide regeneration points. The refreshment rate could
be adapted according to general network conditions as per-
ceived by the sender, with the exact rate striking the balance
between compression and error tolerance. Alternatively, we
can prioritize the components of a, possibly hierarchically
encoded, media stream at the sender in advance and then
transmit components at redundancy levels reflecting their
priorities (Albanese et al. 1994). By interleaving all compo-
nents in each packet, the result of the variable priority and
redundancy levels is that more important components will
be recoverable using a smaller fraction of the total number
of packets sent, compared to the corresponding fraction for
less important ones. The net effect is added reliability for
important media components with only moderate increases
in total transmission bandwidth.

For flow and congestion control, we cannot simply in-
crease redundancy to avoid reliance on feedback, since this
will make problems worse. However, we can still use pre-
ventive open-loop methods based on resource reservations so
that streams will be guaranteed to meet their deadlines. The
control overhead from setting up resource reservations will
be incurred only infrequently rather than continuously, as in
feedback-based methods. It is important to note that resource
reservations must be made on a per-stream basis, accord-
ing to the characteristics of each medium and to the impor-
tance placed on it by the application and the receivers them-
selves. A communication abstraction promoting open-loop
control and providing a service analogous to that of a televi-
sion broadcast channel is theMultimedia Multicast Channel
(Pasquale et al. 1994). A source transmits continuous-media
streams onto the channel and receivers “tune in” to the chan-
nel to receive a selected sub-set of the streams. To support
heterogeneity, each receiver may tailor the selected streams
to meet individual needs through the use of filters, which,
if compatible, can propagate upstream and combine in order
to economize on resources (Pasquale et al. 1993).

Use of hierarchical coding can further adapt the streams
to application priorities and network and receiver capabili-
ties. For example, effective open-loop congestion control can
be exercised in high-speed networks by selectively drop-
ping high-resolution signal contents without source or re-
ceiver involvement and with limited signal quality degrada-
tion, which is localized to the sub-tree downstream from the

congestion path. Alternatively, when prioritized and encoded
streams are interleaved in each packet at variable redundancy
levels as above,any packets can be dropped with smaller
impact on high-priority streams than on low-priority ones
(Albanese et al. 1994). With this scheme, the network does
not have to be modified to recognize priorities, but redun-
dancy must be added to high-priority streams.

It is not yet clear whether effective guarantees can be
provided in the face of dynamic routing schemes which will
force abandoning reservations in paths that have been physi-
cally disconnected due to link or switch failures. In addition,
the guarantees cannot be absolutely strict for all streams if
statistical multiplexing is to provide any economies at all.
Therefore, an application should expect at least minor and
probably major service degradation during temporary con-
gestion periods or route changes. FEC can smoothen out the
minor anomalies, but to be both effective and economical,
the redundancy rate will have to adapt to current network
conditions rather than being adequate for the worst case. A
scalable feedback mechanism that can be used to estimate
network conditions without creating implosion problems has
been proposed (Bolot et al. 1994): it first estimates the num-
ber of receivers in a group and then what the average quality
of reception is (the averaging technique depends on the ap-
plication), using probabilistic techniques. This method has
been used in applications (Turletti 1994) for senders to de-
tect congestion problems and adapt their output rates (to re-
lieve congestion) and error redundancy factors (to increase
the chances of error recovery). A further enhancement to
scalable feedback control can be obtained by splitting the re-
ceivers in groups according to their reception status (conges-
tion control) and capabilities (flow control), and only send
them the data that each group can handle. This avoids prob-
lems created by very slow or very fast machines dragging
the whole group towards one extreme (Cheung et al. 1995).

5 Experience with multicasting on the Internet

The Internet, although lacking support for many of the fea-
tures discussed in the previous sections, has been exten-
sively used as a testbed for algorithms and protocols sup-
porting multimedia multicasting. The network layer service
uses IP (the Internet Protocol) which provides connection-
less, datagram-based, best effort delivery. Only unicast rout-
ing is provided, using various algorithms, and no quality-
of-service or resource reservation provisions are made. Re-
liability is provided if required at the transport layer using
TCP (the Transmission Control Protocol), or it may be by-
passed using UDP (the User Datagram Protocol). TCP pro-
vides error-free byte streams and uses a windowing scheme
for flow and congestion control, with the window size adapt-
ing to the loss rate encountered, which is taken as an indi-
cation of congestion status (Jacobson 1988). By themselves,
these characteristics are not sufficient to provide robust sup-
port for either real-time continuous media or multicast, and
some features, such as the congestion control scheme, may
even get in the way. However, experimentation with multi-
cast protocols and multimedia applications over the Internet
has been extensive since the first audiocast of an Internet
Engineering Task Force (IETF) meeting (Casner 1992).
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Regarding IP support for multicasting, early work on
routing algorithms (Deering and Cheriton 1990) and the
host-group model (Cheriton and Deering 1985) initiated the
current flurry of activity on the Internet, although some work
has also been influenced by earlier research in broadcast-
ing (Wall 1982). The extensions of the IP model to support
multicasting are the provision of special (class D) multicast
addresses and IGMP (the Internet Group Management Pro-
tocol). IGMP supports the host-group model, with receivers
explicitly joining the groups denoted by multicast addresses
(Deering 1989). Multicast-aware routers periodically multi-
cast, on a well-known address, membership queries on their
LANs and gather replies from interested hosts in order to
discover which groups have members present in their area.

Routing is performed by routers that learn the shortest
paths to each group member using DVMRP (Distance Vec-
tor Multicast Routing Protocol) and simply aggregate these
shortest paths into a tree. DVMRP is based on the Bellman-
Ford algorithm, using the underlying unicast routing tables to
find the shortest routes. Initially, it only performed truncated
broadcast, i.e., it forwarded all packets everywhere, only
dropping them if no group members were located in the low-
est level leaf subnetworks (Deering et al. 1988). Extended
versions can prune unused parts of this tree, thus conserving
resources. Since only some machines have been extended
to support multicast, the multicast-aware routers that serve
multicast-aware sub-networks directly exchangeencapsu-
lated packets among them. These are regular packets embed-
ded in another packet that has the two multicast routers as
source and destination. Thus, the encapsulated packets travel
over virtual links, calledtunnels, which are simple unicast
routes that pass through non-multicast-capable routers with-
out disturbing them. These multicast routers and the vir-
tual links connecting them form the MBone (Eriksson 1994).
DVMRP and the tunneling scheme suffer from inefficiencies
and inflexibility, so an alternative routing protocol has been
proposed: MOSPF (Multicast Open Shortest Path First).
MOSPF uses Dijkstra’s algorithm to create shortest path
trees which do not require pruning (Moy 1994a; Moy 1994b;
Moy 1994c).

Since both DVMRP and MOSPF suffer from scalability
problems, two new routing protocols have been proposed:
CBT (core-based trees) builds a single tree for each group
trying to conserve resources (Ballardie et al. 1993), based
on predetermined fixed points. PIM (protocol-independent
multicast) also supports single shared trees, but it allows
shortest delay paths when receivers request them, and even
traditional per-source trees (Deering et al. 1994). Both pro-
tocols were designed with an eye on scalability, interoper-
ability with various underlying routing schemes, and pos-
sible resource reservation protocols. Technically, they are
advances over DVMRP and MOSPF, especially PIM which
tries to combine simple management with short delays, but
they are more complex than their less-flexible predecessors
and thus more difficult to deploy on a large scale. One
way to achieve both scalability and interoperability among
different routing protocols is to use hierarchical routing,
where a second-level protocol routes data among disjoint
network areas (Thyagarajan and Deering 1995). Each such
area chooses its own first-level protocol, which routes data
based only on local topological information.

Two proposals for Internet resource reservations exist.
ST-II (Stream Protocol II) is a complete network-layer pro-
tocol that supports both multicasting and resource-oriented
negotiations based on a sender-initiated approach (Topolcic
1990). Actually, it is more of a framework, with specific
mechanisms expected to be provided externally. Implemen-
tations have been tested (Partridge and Pink 1992) and new
versions designed (Delgrossi and Berger 1995). A proposal
closer to the ones presented here is RSVP (Resource ReSer-
Vation Protocol) which acts as an overlay on routing proto-
cols, supporting receiver-initiated resource reservations over
any available multicast routing scheme (Zhang et al. 1993),
essentially reversing the ST-II mechanism (Mitzel et al.
1994). In addition, RSVP supports dynamic reservation mod-
ifications and network reconfigurations. Experimental imple-
mentations inter-operating with other IP-multicast extensions
are currently being tested.

Furthermore, a new transport protocol supporting contin-
uous media has been developed: RTP (Real-Time Protocol)
(Schulzrinne et al. 1996) provides support for timing infor-
mation, packet sequence numbers and option specification,
without imposing any additional error control or sequencing
mechanisms. An application can use this basic framework
adapted to its requirements to add whatever mechanisms
seem appropriate, such as error control based on loss detec-
tion using sequence numbers, or intra-media and inter-media
synchronization based on timing information. A companion
control protocol, RTCP (Real-Time Control Protocol), can
be used for gathering feedback from the receivers, again
according to the application’s needs. For example, an ap-
plication can use RTP for transport and RTCP adapted for
scalable feedback control, along with appropriate FEC and
adaptation mechanisms (Turletti 1994).

Another relevant protocol is SDP (Session Description
Protocol; Hardly and Jacobson 1995), which provides a
mechanism for applications to learn what streams are car-
ried in the network, describing them in adequate detail, so
that anyone interested can launch the appropriate receiver
applications. When multiple hosts and applications are com-
municating, as in a multiparty conference, there is a need to
mediate transmission and reception of data among partici-
pants. As the specific needs of each application and confer-
ence setting may vary, one way to support multiple control
policies is to use a logicalconference control channelas
a shared mechanism through which control messages are
exchanged (Handley et al. 1995). Floor control and session
management applications can then employ this channel for
their needs.

6 Conclusion

In this paper, we have presented the issues arising from real-
time continuous-media support and multicasting in packet
networks, emphasizing issues of interaction between the two.
The heavy demands of continuous media on any network
have motivated research in many areas, with multicasting
being one of the most active, due to its potential for large
economies in resource usage. Apart from the problems that
are specific to either multimedia or multicasting, there are
special issues that become more important when the two are
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combined. Fortunately, the nature of continuous media gives
rise to some special-case solutions that can be exploited to
our advantage.

Issues such as bandwidth and delay requirements, error
tolerance, statistical guarantees and heterogeneity, create a
complex environment that must be supported in an efficient
and flexible way. Probably, the most important research is-
sues revolve around the core theme of open-loop, preventive
or anticipatory, mechanisms versus the traditional closed-
loop corrective ones. The exact mix of these two modes of
operation achieving the desired quality-of-service and flex-
ibility with minimum cost is one of the most interesting
topics for further research.
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